
Big Data Anonymisation 
Techniques



q Analysis and publication of large datasets are 
essential to research and business

q Very useful to:
• predict flu
• improve transportation, Logistic
• improve knowledge and efficiency
• Improve services….

BIG DATA is Useful



q Singling-out/ Re-Identification:

q Adversary (ADV) is able to identify the target’s record in the published 
dataset… from some know information

q Attribute Inference

q ADV can infer (or guess) private/sensitive attributes from released 
dataset

q Because of cross-attributes and cross-users correlation! 
q Example: 

q a dataset reveals that all users who went to points A, B, C, also went 
to D (for example an hospital).

q I know that if a yarget was at A, B, C… i can then infer that target 
was also in D!

BIG DATA: The Privacy Risks



q In 2006, AOL released 20 million search 
queries for 650.000 users

q « (pseudo)-Anonymized » by removing AOL id 
and IP address

q Easily de-anonymized in a couple of days by 
looking at queries

BIG DATA 
The Risks of Identity Inference: The AOL Case



The AOL Case



BIG DATA 
The Risks of Attribute Inference: The Target Case

q Target identified about 25 products that, when analyzed 
together, allowed him to assign each shopper a “pregnancy 
prediction” score. 

q More important, he could also estimate her due date to within a 
small window

q Target could (and does) send coupons timed to very specific 
stages of her pregnancy.

Source: How Companies Learn Your Secrets, NYTimes, Feb. 2012



Other Examples..

1997: The case of Massachusetts’Governor
2009: Netflix prize
2013: NYC Taxi dataset
…
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Datasets need to be Well 
Sanitized/Anonymized…
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What is Data Anonymization for Computer 
Scientists?

Data are anonymised if all identifying elements (all quasi-identifiers) 
have been eliminated from a set of personal data. No element may 
be left in the information which could, by exercising reasonable
effort, serve to re-identify the person(s) concerned. 

qWhere data have been successfully anonymised, they are no longer 
personal data. 
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Why is Data Anonymization Difficult?

q Quasi-identifiers are difficult to identify exhaustively
q Many combination of attributes can be used to « single-out » a 

user
q We are all unique by different ways, we are full of Q.I.

q See « Unicity me! *»
q Mobility pattern, webhistory, .
q Data (content) and meta-data

q i.e. timing can betray you!
q Google search timing pattern can tell when you were away!

*Unicity Me! American Scientific, 
http://www.americanscientist.org/libraries/documents/20142614253010209-2014-
03CompSciHayes.pdf



Unique in the Crowd [Nature2013]

¨ Only	4	spatio-temporal	points	are	necessary	to	
uniquely	identify	a	user	with	a	probability	>	95%	!
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Why is Data Anonymization Difficult?

Anonymisation is a utility/privacy optimization
No generic solution that optimizes utility and privacy!

Anonymisation should be performed case by case…. According to:
Type of data
Sensitivity of data
Type of release
Adversary models
….

Risk-based approach….



Privacy vs Utility Tradeoff
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Pseudo-Anonymization

q Anonymisation is NOT pseudo-anonymization!

q What is Pseudo-Anonymization?

q Personal information contains identifiers, such as a name, date of birth, 
sex and address. When personal information is pseudonymised, the 
identifiers are replaced by one pseudonym. Pseudonymisation is achieved, 
for instance, by encryption of the identifiers in personal data.

Name

Alice

Betty

Charles

David

Emily

Fred

Zipcode Age Sex Disease

47677 29 F Ovarian Cancer

47602 22 F Ovarian Cancer

47678 27 M Prostate Cancer

47905 43 M Flu

47909 52 F Heart Disease

47906 47 M Heart Disease

Microdata
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Pseudo-Anonymization

q Why is Pseudo-Anonymization not good Enough?
q It does not compose, i.e. several Pseudo-Anonymized data 

can be combined to de-anonymize…
q External Information can also be exploited.
q See previous examples

q We need schemes that also alter the quasi-identifiers (not 
only the identifiers)
q K-anonymity
q Differential Privacy
q …
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Why not using Cryptography?

q The Trust models are different!

q In cryptography, sender and receiver trust each others:
q Alice sends a dataset to Bob
q Alice encrypts to protect from Eve, the eavesdropper
q But Bob can decrypt and recover the original dataset!
q The adversary is Eve!

channel

Alice Bob

Eve
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Cryptography and Anonymization

With Data anonymization, the sender does not trust the receiver
qAlice anonymized a dataset to “hide” some (usually personal) 
information and sends it to Bob (possibly after encryption).
qBob recovers the anonymized dataset. It can process it to compute 
some statistics/inferences…but can’t recover the hidden information 
(identity or attribute).
qBob is also the adversary!

18

channel

Alice Bob

Eve
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Anonymization As A Security Measure

• Anonymization is often presented in order to protect 
privacy (personal information), to be in conformity 
with the Law

• Note that similar techniques can be used to improve 
security or protect intellectual properties

• A bank might want to hide the names of his customers to 
his employees (to avoid data leakage)

• A company that is exchanging some files with another 
company might want to hide some “sensitive/important”
information (not necessary personal information)
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Some Data anonymization methods…
q Random perturbation

q Input perturbation
q Output perturbation

q Generalization
q The data domain has a natural hierarchical 

structure. 
q Suppression
q Permutation

q Destroying the link between identifying and 
sensitive attributes that could lead to a privacy 
leakage.
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Randomization Methods
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Generalization Methods
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Suppression Methods
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K-anonymity
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But K-Ano. does not compose L!
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But K-ANO does not compose L!



Zipcode Age Disease

476** 2* Heart Disease

476** 2* Heart Disease

476** 2* Heart Disease

4790* ≥40 Flu

4790* ≥40 Heart Disease

4790* ≥40 Cancer

476** 3* Heart Disease

476** 3* Cancer

476** 3* Cancer

A 3-anonymous patient table

Bob

Zipcode Age
47678 27

Carl does not have 
heart disease
Zipcode Age
47673 36

Homogeneity attack

Background knowledge  attack

Other Attacks on k-Anonymity
q k-Anonymity does not provide privacy if

q Sensitive values in an equivalence class lack 
diversity

q The attacker has background knowledge

slide 27



28

Some Other Anonymization Schemes



Caucas 787XX Flu
Caucas 787XX Shingles
Caucas 787XX Acne
Caucas 787XX Flu
Caucas 787XX Acne
Caucas 787XX Flu
Asian/AfrAm 78XXX Flu
Asian/AfrAm 78XXX Flu
Asian/AfrAm 78XXX Acne
Asian/AfrAm 78XXX Shingles
Asian/AfrAm 78XXX Acne
Asian/AfrAm 78XXX Flu

Sensitive attributes must be
“diverse” within each
quasi-identifier equivalence class

l-Diversity: Preventing the 
Homogeneity attack

slide 29



Distinct l-Diversity

q Each equivalence class has at least l well-
represented sensitive values

q Doesn’t prevent probabilistic inference attacks

slide 30

Disease
...
HIV

HIV

HIV
pneumonia

...

...

bronchitis
...

10 records
8 records have HIV

2 records have other values



Caucas 787XX Flu
Caucas 787XX Shingles
Caucas 787XX Acne
Caucas 787XX Flu
Caucas 787XX Acne
Caucas 787XX Flu
Asian/AfrAm 78XXX Flu
Asian/AfrAm 78XXX Flu
Asian/AfrAm 78XXX Acne
Asian/AfrAm 78XXX Shingles
Asian/AfrAm 78XXX Acne
Asian/AfrAm 78XXX Flu

[Li et al.  ICDE ‘07]

Distribution of sensitive
attributes within each
quasi-identifier group should
be “close” to their distribution
in the entire original database

Why publish quasi-identifiers at all??

t-Closeness

slide 31



q Stronger schemes are necessary

q Differential Privacy (DP)
q Provides some strong and measurable guarantees
q Secures even with external sources of data
q Composes

q Intuition of DP:
q Changes to my data not noticeable
q Output is “independent” of my data

Toward « Provable » Anonymization



Privacy Model

33 • Differential privacy

• composes securely: retain privacy guarantees in the 
presence of independent releases[1]

• Secure even with arbitrary external knowledge!
[1] S.R. Ganta, S. Kasiviswanathan, A. Smith. Composition Attacks and Auxiliary Information in Data 

Privacy. KDD’08 
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Differential Privacy
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Histogram Release with
Laplace Mechanism
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Add random Laplace noise to 
each bin before publishing!

• Global sensitivity: 
ΔH = Σ|Hi – Hi’|

• For histograms: ΔH = 1

• If λ = ΔH / ε, we have ε-differential privacy!
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Postal data

Electricity consumption data Demographical data

Water management data

Call Data Record (CDR)

Example:  Spatio-temporal density 
from CDR
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(Simplified) Call Data Record
37

Rec # Phone Lat Lon Time Event

1 0644536701 46.345 2.32 13:34:12 01/09/2007 Incoming SMS

2 0634556702 47.123 1.65 14:31:02 02/09/2007 Outgoing Call

… …

¨ 4	types	of	events:

¨ Incoming	SMS/Call

¨ Outgoing	SMS/Call

¨ Phone	numbers	are	scrambled	(No	Personal	Data	in	the	
dataset)



Paris CDR (provided by Orange™)

• 1,992,846	users
• 1303	towers

• 10/09/2007	– 17/09/2007
• Mean	trace	length:	13.55

(std.dev:	18)
• Max.	trace	length:	732
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Goal: Release spatio-temporal 
density (and not CDR)

Number	of	individuals	at	a	given	hour	at	any	IRIS	cell	in	Paris

Challenge:	Large	dimensional	data
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Overview of our approach

1. Sample	x	(≈	30) visits	per	user	uniformly	at	random
(to	decrease	sensitivity)

2. Create	time-series:	map	tower	cell	counts	to	IRIS	
cell	counts

3. Perturb	these	time-series	to	guarantee	differential	
privacy

40



Overview of our approach

1. Sample	x	(≈	30) visits	per	user	uniformly	at	random
2. Create	time-series:	map	tower	cell	counts	to	IRIS	

cell	counts
3. Perturb	these	time-series	to	guarantee	differential	

privacy
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Perturbation of time series 
42

Naïve solution: add properly calibrated 
Laplace noise to each count of the IRIS cell 
(one count per hour over 1 week)

Problem: Counts are much smaller than 
the noise! 

Our approach:

1. cluster nearby less populated cells until their 
aggregated counts become sufficiently large 
to resist noise. 

2. perturb the aggregated time series by adding 
noise to their largest Fourier coefficients

3. scale back with the (noisy) total number of 
visits of individual cells to get the individual 
time series
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Conclusion :  
There are no universal solutions!
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¨ There are no “universal” anonymization solutions that fit all 
applications

¨ in order to get the best accuracy, they have to be customized 
to the application and the public characteristics of the dataset
l specific context
l specific utility/privacy tradeoff
l Specific ADV models
l Specific impacts..

¨Anonymization is all about utility/efficiency trade-off!

¨ Full-proof security is not always necessary (and probably 
impossible)!

¨ It has to be performed with a PRA (Privacy Risk Analysis)
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Conclusion : 
Anonymization does not solve everything!

q Sanitization schemes protect against re-identification, not 
inference!

q You can learn and infer a lot from data
q You can infer religion from Mobility data!
q Interest from Google search requests

q You can learn and infer a lot from meta-data!
q Who communicated with whom?
q Is a user away/active?

q It is up to the society to decide what is acceptable or not!
q By balancing the benefits with the risks*.

*Benefit-Risk Analysis for Big Data Projects, http://www.futureofprivacy.org/wp-
content/uploads/FPF_DataBenefitAnalysis_FINAL.pdf



Thanks for your attention!

Claude.castelluccia@inria.fr
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